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Outline 

●  The deep learning research paradigm 
●  Crisis of AI research 
●  Massive computation on the cloud painlessly 
●  Moxel: Model serving and sharing 
 



The “classical ML” pipeline:  

 
       

○  Researcher looks at dataset 

○  Applies his favorite ML algorithms 

○  Maybe do some math to adjust the algorithm 

○  Compare the results and iterate. 



The “deep learning” pipeline: 
 
●  Researchers work on a large dataset competition (say, ImageNet) 
●  Start with your favorite Network in Tensorflow 
●  Make small tweaks to the network 
●  Training the network using variants of SGD 
●  On your local GPU, school cluster or AWS cloud 
●  Evaluate your trained model for generalization 
●  Serve your model in production  



Big picture: Common task framework 





Crisis of AI research: 
The barrier of conducting AI 
research is growing lower!  





SGD+ GSD: 
 
stochastic gradient descent 
+ graduate student descent 





Crisis again:  
 
A big part of AI research work could be automated 
by meta-learning. 
 
Most time spent in graduate student descent!  
 
Fight with clusters to run more jobs and wait. 
 
 
 
 



Academic research in crisis! 



Computers as Slavery! 



 
Response to the crisis:  
 
1. Stop fighting to run more jobs by hand.  
2. Push button to start computation on the cloud 
painlessly. 
3. Spend time on higher level thinking. 
4. Improve your frameworks and processes. 
 
 
 
 
 
 
 





Framework evolution 



The fundamental 
change that drives the 
AI evolution? 
 
 





AWS is eating the world! 



AWS services become ubiquitous 




